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1 Abstract

We correct erroneous results shown in a previous blog post, which
were induced by incorrectly imposing radiative fluxes in an experi-
ment forced with GDAS/FNL atmospheric fields. In the previous blog
post, we used sea level variation measured at a single tide gauge as a
metric for preliminary model validation. The poor model performance
found previously when using GDAS/FNL was induced by a severe dete-
rioration of water mass representation in the model, which apparently
also affected the sea level variation. Here we present results of the
multi-year simulations with improved application of radiative fluxes.
Based on the single metric used previously, the ROMS solution forced
with GDAS/FNL now performs about as well as the one forced with
ERAS5. Corrections and comments via E-mail are appreciated.

2 Introduction

In a|previous blog post|we described two multi-year simulations that
differed only in atmospheric forcing. For the first experiment, we
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used NCEP FNL (Final) operational global analysis and forecast data
from the Global Data Assimilation System (GDAS) (NCAR [2015). The
second simulation was forced with the ERA5 global reanalysis (Hers-
bach et al.[2020). Comprehensive validation of circulation and water
mass properties is pending, and we reported on a preliminary val-
idation using only one single instrument. The instrument is a tide
gauge located in Chattogram, Bangladesh, adjacent to a wide and
shallow shelf and in relative proximity to the Ganges-Brahmaputra-
Meghna delta. Based on the single metric, model performance us-
ing GDAS/FNL was significantly worse than using ERA5. Modelled sea
level at the tide gauge had lower correlation and much lower variance
relative to the observed time series. On the other hand, a short simu-
lation using a "toy-operational” version of the model forced with GFS,
did not show the lack of variance visible in the long-term simulation.
The fact that GDAS/FNL and GFS are produced by a similar numerical
model, raised the suspicion that the poor performance of GDAS/FNL
was due to a processing error made by the author. Indeed, inspection
of the water mass properties of the GDAS/FNL simulation showed that
the surface temperature field degraded at a rate that produced mini-
mum surface temperatures of about 5 degrees C in the Bay of Bengal
during the first 6 simulated weeks (not shown), which corroborated
the suspicion of a processing error in the atmospheric forcing. We
found that radiation fluxes, which are retrieved from GDAS/FNL and
serve as input to the bulk flux parametrization of Fairall et al. (1996),
were erroneously held constant during the simulation. During the fix
of this error, another error was encountered which lead to an incorrect
interpretation of 3-hour averaged radiation fluxes as 6-hour averaged
radiation fluxes.

In the following section we present the corrected version of the
figures shown initially in the [previous blog postl

3 Results

Figures 18-20 of the previous post showed a comparison of the mod-
elled sea level anomaly and observed, daily averaged data. The cor-
rected versions are shown in Figures[I}3] Apart from the correction of
the radiative fluxes described above, a further correction was applied
to the computation of the inverse barometer effect. In the previous
blog post, we forgot to apply the daily filter on the atmospheric pres-
sure field used to compute the inverse barometer effect. Since this
field has a temporal resolution of 3 hours, we speculate that it may
resolve atmospheric tides in the diurnal band and above, and should
probably be removed. We have not quantified the effect of the filter,
but based on visual inspection of Figures[1}{3] the effect does not seem
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Figure 1: Low-pass filtered sea level anomaly data for the year 2020
at the Chattogram tide gauge. The dashed black line shows UHSLC-
FAST data with inverse barometer correction (minus its yearly mean),
the blue line shows NEMO-CMEMS sea level anomaly (see main text
for definition of the mean). ROMS-FNL results are shown in orange,
ROMS-ERAS5 results are shown in green.

to be large compared to the previous version of the figures. Hence,
this issue is not further discussed here.

ROMS-FNL simulates the seasonal cycle much better than previ-
ously, and the oscillations at higher frequencies now seem to have
similar amplitude as the other models.

Figures [4}6] show the corrected Taylor diagrams, confirming the
now improved performance of ROMS-FNL.

Figure[7]shows the corrected scatter plot comparing observed and
modelled water levels. Note that in this context, yet another "error”
was found in the previously used processing scripts. Previously, the
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Figure 2: As in Figure[I] but for the year 2021.
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Figure 3: As in Figure [1| but for the year 2022. The red line shows
low-pass filtered sea level from the operational toy model. The ma-
genta line shows low-pass filtered SLA-LPF, with inverse barometer
correction applied.

scatter plot showed only data from 2020, although we intended to
show the period from 2020 to July of 2022. This is corrected now and
the slopes of the linear least-square fits are 0.92 (NEMO-CMEMS), 0.91
(ROMS-FNL) and 0.94 (ROMS-ERA5). The numbers for NEMO-CMEMS
and ROMS-ERAS are similar to the ones published previously, but the
slope of ROMS-FNL is now much closer to 1.

4 Summary and discussion

We present corrected results of a previous blog post, where we used
numerical ocean models of the northern Bay of Bengal to simulate
water level variations at the location of a tide gauge. In the previous
post we based a preliminary model validation on this single metric,
and found poor performance when using GDAS/FNL fields for atmo-
spheric forcing. Since the publication of the previous post, we found
that we had incorrectly applied GDAS/FNL radiative fluxes, which lead
to a severe deterioration of water mass representation in the model,
and apparently also affected the sea level. Here we presented results
of the multi-year simulations with improved application of radiative
fluxes. The ROMS solution forced with GDAS/FNL now performs about
equally as the one forced with ERA5.

Although the incorrect application of radiation fluxes affects the
sea level variation at the tide gauge, the effect on the surface tem-
perature field is more severe. The error would have been caught ear-
lier, if the previous simulations were to have been accompanied by a
more comprehensive validation including water mass properties. In
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Figure 4: Taylor diagram comparing long-period simulations of wa-
ter level at Chattogram with observed values. The black dot on the
horizontal axis shows the standard deviation for observed daily UH-
SLC sea level at Chattogram in 2020, corrected for atmospheric pres-
sure effects assuming an "inverse barometer” relationship with ERA5
sea level pressure. Gray contours drawn in circles around the black
dot indicate contours of E’, contours intersecting with the axis origin
indicate the correlation coefficient R. The red dot shows observed
UHSLC-FAST (no pressure correction), the other coloured dots show
model data.
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Figure 5: As in Figure [4] but for the year 2021.
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Figure 6: As in Figure [4] but for the year 2022.
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Figure 7: Scatter plot comparing long-period simulations of water
level (in meters) at Chattogram with observed values. Blue: NEMO-
CMEMS Orange: ROMS-FNL Green: ROMS-ERA5. The straight lines
are least-squares fits.



this case, the error would have been caught even using GDAS/FNL as
the only forcing type. Using instead only the sea-level metric, the sus-
picion of an error was raised somewhat indirectly, by comparing multi-
ple atmospheric forcings, and consequently their custom-tailored pre-
processing methods.

Regarding the use of radiation fluxes from GDAS/FNL and GFS, we
are still unsure if we apply them in the optimal way. The maintainers
of the GDAS/FNL and GFS data sets seem to publish radiation fluxes
which represent averages between synoptic times (hours 0, 6, 12 and
18) and "valid times”, i.e. the times for which a forecast is published.
For the results shown above, we impose radiation fluxes with 6-hourly
resolution, even though one could (if we understand correctly) com-
pute average radiation fluxes at a 3-hourly resolution from the avail-
able data. In hindsight, this note should have included a comparison
with 3-hourly radiation fluxes. ROMS-FNL might then perform even
better. This is deferred to future work.
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